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Deep learning has continued to attract attention since 
its performance exceeded that of humans in image 
recognition tasks at the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC2012), an image 
processing contest held in 2012 (1). Deep learning 
has been intensively researched over the last decade, 
yielding several new models for natural language 
processing, images, speech and time series processing 
that have dramatically improved performance. In 
the field of image recognition, ResNets capable of 
recognizing objects in basic image recognition tasks 
have emerged (2). Yolo has been proposed for object 
detection tasks (3,4), and it is capable of detecting 
object regions in an image in real time. As well as 
recognizing objects in images, deep learning is also 
capable of generating new images. Models for image 
generation have been proposed, first called GANs, 
that produce images similar to the training data (5), 
and recently images that might be mistaken for the 
real thing can now be produced. Stable Diffusion 
produces images that represent input text (6). Natural 
language processing has also made great strides with 

the emergence of bert (7) and transformer (8), which 
are generic models for languages. Chat GPT (9) has 
emerged in the past few years, and it can generate 
responses to questions as if they were answers from a 
person with actual expertise. 

Recent developments in deep learning for diagnostic 
imaging technology

This wave of technological developments in deep 
learning is also spreading to medicine. The impact of 
the dramatic development of image-oriented models 
in the early stages of the development of deep learning 
technology has led to widespread research on the use of 
deep learning for image-based medical examinations. In 
particular, models have been proposed to detect various 
diseases by combining basic imaging diagnostics 
such as X-rays (10), CT scans (11), and MRI scans 
(12,13). Diseases are diagnosed with deep learning 
using images. As well as researching models using still 
images, detection models have also been studied for 
endoscopy (14) and ultrasonography (15), where video 

DOI: 10.5582/irdr.2023.01015

SUMMARY

Keywords deep learning, dementia, prediction, point-of-cate testing

Deep learning has been intensively researched over the last decade, yielding several new models 
for natural language processing, images, speech and time series processing that have dramatically 
improved performance. This wave of technological developments in deep learning is also spreading 
to medicine. The effective use of deep learning in medicine is concentrated in diagnostic imaging-
related applications, but deep learning has the potential to lead to early detection and prevention of 
diseases. Physical aspects of disease that went unnoticed can now be used in diagnosis with deep 
learning. In particular, deep learning models for the early detection of dementia have been proposed 
to predict cognitive function based on various information such as blood test results, speech, and 
the appearance of the face, where the effects of dementia can be seen. Deep learning is a useful 
diagnostic tool, as it has the potential to detect diseases early based on trivial aspects before clear 
signs of disease appear. The ability to easily make a simple diagnosis based on information such as 
blood test results, voice, pictures of the body, and lifestyle is a method suited to point-of-cate testing, 
which requires immediate testing at the desired time and place. Over the past few years, the process 
of predicting disease can now be visualized using deep learning, providing insights into new methods 
of diagnosis.
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is taken. These imaging models help to prevent doctors 
from missing anything and reduce the time to diagnosis. 

The potential for deep learning in early disease 
detection

Although the effective use of deep learning in 
medicine is concentrated in diagnostic imaging-
related applications, deep learning has the potential 
to lead to early detection and prevention of diseases. 
The detection of diseases requires an examination to 
analyze and detect physical aspects of disease, and 
methods of testing and diagnosis have been studied. 
Physical aspects of disease that went unnoticed can 
now be used in diagnosis with deep learning. Deep 
learning analyzes large amounts of data and it learns 
and identifies factors that are important to diagnosis so 
that subtle information and aspects of disease that went 
unnoticed can be identified. Deep learning therefore 
has the potential to detect aspects of disease in its early 
stage. 
 The current work looks at the potential for new 
methods of detecting dementia early using deep 
learning and possible applications of those methods.

Early models for detection of dementia using deep 
learning

One area where deep learning is being used effectively 
is in the early detection of dementia. There is no cure 
for dementia, and the condition needs to be addressing 
in its early stages to mitigate symptoms and delay 
progression. Deep learning identifies and analyzes the 
effects of dementia on physical and cognitive functions, 
facilitating its diagnosis. As shown in Figure 1, early 
detection is possible based on blood test results that 
reflects lifestyle factors that contribute to dementia and 

speech reflecting cognitive function. In addition, deep 
learning can also detect the effects of dementia in the 
face and voice, which are difficult to analyze.
 The first approach to predicting cognitive function 
was predicting the Mini-Mental State Examination 
(MMSE) Score, which is used to assess cognitive 
function, based on blood test results reflecting lifestyle 
in order to detect dementia of lifestyle-related origin in 
its early stage (16). The proposed model uses a three-
layer neural network model, which is a basic deep 
learning technique, to predict the MMSE Score using 23 
items on a blood test performed on 202 elderly patients 
(73.48 ± 13.1) with various underlying diseases. 
Common items on the test such as the total blood cell 
count, red blood cell count, and the hemoglobin level 
are used. Although the training data were limited, the 
correlation coefficient between the predicted MMSE 
Score and the actual MMSE Score was 0.66, indicating 
a close correlation.
 A model for predicting cognitive function based 
on speech has been proposed as a second approach. 
The risk of dementia is predicted based on speech 
when answering a few fixed questions or answering 
for about five minutes. This approach includes models 
that predict cognitive function based on the information 
contained in sound and models that convert speech into 
textual information and that predict the risk of dementia 
based on aspects of cognitive function evident in the 
text. In a model that predicts using speech information 
as it is (17), speech is treated as signals and deep 
learning extracts the phonetic features that emerge 
due to dementia. In a model that predicts dementia by 
converting speech into textual information (18), deep 
learning analyzes sentences that reflect the decline in 
comprehension and judgement occurring with dementia, 
and it evaluates cognitive functions. Although the 
information used in both methods of prediction is the 
same speech, the predictions focus on different aspects 
of dementia. 
 Once sound is converted to textual information, 
signals that should have been present are missing as 
a result of dementia. There are models that use both 
speech signals and textual information to predict the 
risk of dementia (19).
 A final approach is to predict the risk of dementia 
based on images of the face. A model (20) has been 
proposed to predict whether there is cognitive decline 
or not based on photographs of the face taken without 
facial expressions. A deep learning model was created 
using data from 121 patients with cognitive decline 
and 117 normal individuals, and it performed well 
at discrimination with a sensitivity of 87.31%, a 
specificity of 94.57%, and an accuracy of 92.56%.

Effective use of deep learning as point-of-cate testing

Models have been studied to indirectly predict the risk 
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Figure 1. Deep learning predicts the cognitive status of patients 
based on the various effects of dementia on the body. A variety 
of information is used as input data, such as blood test results, voice 
signals, spoken text, and facial photographs.
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of dementia by examining the facial appearance, voice, 
or blood test results that exhibit aspects of dementia. 
Photographs of the face cost almost nothing, voice 
recordings take 10 minutes at most, and blood tests are 
performed during physical examinations. Therefore, 
the risk of dementia can easily be determined with 
little effort. In addition to the benefit of being able 
to determine the risk of dementia, models can also 
ascertain there is a risk of dementia before symptoms 
become apparent. Thus, deep learning can serve 
as point-of-cate testing (PoCT) that encourages an 
individual to undergo a thorough examination, although 
there are concerns about prediction performance (21).
 Originally, deep learning had a black box problem, 
in which the prediction process was not evident from 
the outside, and what caused the accurate or inaccurate 
prediction of cognitive function was not known. Over 
the past few years, however, a method of revealing 
the prediction process called SHAP (22) has been 
proposed. It can also reveal which blood test results 
are responsible for the poor prediction of cognitive 
function. Such information would not only increase the 
transparency of the deep learning diagnostic process 
but could also be an important source of information 
for determining the appropriate course of action for 
each individual's condition. When predicting cognitive 
function based on blood test results, for example, 
knowing which blood test results had the greatest 
impact when poor cognitive function was predicted 
would allow the suggestion of a coping strategy tailored 
to that individual. In addition, revealing the prediction 
process could provide new insights into the early 
detection of dementia. 
 When deep learning models predict dementia based 
on photographs of the face and speech, analyzing 
regions of the face, facial expressions, and phonetic 
features that are particularly affected could help to 
detect changes due to dementia that were previously 
overlooked. This could help lead to new diagnostic 
methods.
 Deep learning, which has developed rapidly in 
recent years, is being used not only as a means to help 
doctors diagnose diseases, but also as a completely new 
means with which to detect diseases early. Physical 
aspects of disease that went unnoticed can now be used 
in diagnosis with deep learning. Research on the early 
detection of dementia in particular is being conducted to 
predict aspects of dementia from multiple perspectives 
using information such as blood test results, voice, 
and photographs of the face. The available data are 
currently limited, but if data are collected in the future, 
then this could be an effective PoCT tool. Combining 
all of these predictive models based on blood test 
results, photographs of the face, and voice should lead 
to further improvements in performance. Deep learning 
has the potential to allow early detection of dementia 
and other diseases based on their physical aspects.
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